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MACHINE LEARNING TOOLS IN THE 

ANALYZE OF A BIKE SHARING SYSTEM 

 
Abstract: Advanced models, based on artificial intelligence 

and machine learning, are used here to analyze a bike-

sharing system. The specific target was to predict the number 

of rented bikes in the Nova Mesto (Slovenia) public bike 

share scheme. For this purpose, the topological properties of 

the transport network were determined and related to the 

weather conditions. Pajek software was used and the system 

behavior during a 30-week period was investigated. Open 

questions were, for instance: how many bikes are shared in 

different weather conditions? How the network topology 

impacts the bike sharing system? By providing a reasonable 

answer to these and similar questions, several accurate ways 

of modeling the bike sharing system which account for both 

topological properties and weather conditions, were 

developed and used for its optimization. 

Keywords: Transportation Systems Engineering; Bike-

Sharing System (PBS); Artificial Intelligence (AI); Machine 

Learning (ML); Hybrid Intelligent Systems; Weather 

Conditions. 

 

1. Introduction 
  

1.1. Quality of Life 

 

The efficiency of public transport operation has 

a relevant and direct impact on the individual 

Quality of Life, especially in the case of 

crowded cities, where, due to a combination of 

reasons (e.g., traffic, lack of parking), a private 

car no longer guarantees sufficient mobility to 

the owner (Berg et al., 2019; Ali et al., 2020).  

Ensuring that anyone, regardless of the 

social status, can easily move between 

different destinations (e.g., to the places of 

work, care, feed, study, recreation, etc.) can 

be deemed as fundamental human right that 

every public transport policy must assure 

when addressed to support the development 

of the individual sphere of life.  

Moreover, even if the crucial role of the 

public transport in the economic and social 

growth of cities and districts is evident, it has 

to be always considered including aspects of 

ecology and safety. Sustainability, in fact, is 

another important aspect in this equation 

(Durmić et al., 2020).  

However, solving problems related to the 

public transport often represents a difficult 

task since the systems complexity and the 

potential impacts of any change. Hence, the 

interest in developing suitable approaches to 

model public transport systems and to 

predict the effect of each change emerges, 

including recent methods based on artificial 

intelligence (AI) & machine learning (ML).  

The Quality of Life comes back again, 

finally, when, as in our case, mobility is 

achieved through healthy and sustainable 

means of transport, such as bicycles.  

Cycling, like any other sport, has a positive 

effect on the state of the athlete’s body, 

helping to keep it young and healthy. 
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Bicycling refers to a cyclic type of physical 

activity that develops the cardiovascular 

system, lungs, muscles, and increases the 

general healthiness of the human body. 

Medical evidence also exists that cycling can 

help prevent many serious illnesses (Celis-

Morales, 2017) but it also improves overall 

strength, balance, and coordination. 

Hence, emerging together with a more active 

and healthier lifestyle (Woodcock et al., 

2014), even extreme cycling events as 

marathons (Menaspà et al., 2012) and 

mountain biking (Weiss et al., 2016) have 

also become quite popular in recent years.  

In short, cycling is healthy, funny, cheap, 

and practical. It is therefore understandable 

why bike sales and rents are increasingly 

spreading everywhere (DeMaio, 2009).  

 

1.2. Bike Rental Services 

 

Bike rental services (BRS) have shown a real 

explosion in recent years, favored not only 

by such an increased attention to health and 

the environment benefits, but also by the 

larger use of technology in terms of traction 

(e.g., pedal assist) and control (e.g., geo-

localized APPs to locate, book, unlock, pay).  

BRS operate in accordance with the 

recognized technologies for managing rental 

points by ICT services and allow to optimize 

all the processes related to the customer 

service. In this way, modern BRS are able to 

offer an effective service response to an 

increasing number of users who prefer bikes 

to cars, especially during the warmer periods 

of year (Barbour et al., 2019).  

Bike travelling can provide several logistic 

benefits to users, given the heavy traffic 

during rush hours, constant traffic jams, 

endless road works and parking limitations. 

At the same time, a good quality bike can be 

quite expensive while renting usually does 

not cost much, even less than a bus ticket. 

Therefore, many city dwellers find it easier 

to rent bikes as needed instead of buying. 

Approximately 18 million public bicycles 

are available in 1608 cities around the world.  

Thus, Public Bicycle Sharing Programs 

(PBSPs) have become a prominent feature 

across city spaces worldwide. In less than a 

decade, PBSPs have grown from a small 

number of European cities to include five 

continents and more than 200 schemes. And 

these public bikes have already proven their 

positive effects in terms of  

a) increasing cycling in many urban areas,  

b) reducing traffic congestions of towns,  

c) improving eco-sustainability in mobility, 

especially in combination with a rational 

public transport (IPCC, 2017; IEA. 2014).  

Hence, PBSPs’ optimization, including bike 

rental services, can be considered as a 

priority for administrators of large and small 

cities. It represents, in fact, an effective way 

for reducing air pollution, congestion and 

carbon emissions.  

At the same time, most public transport 

systems can also be seen as business 

processes to be analyzed, modified, and 

optimized. When their optimization has been 

performed, these systems not only become 

more efficient and profitable, but 

environmentally friendly and safe too. 

 

1.3. Design parameters  

 

Optimizing the level of quality for bike 

rental services (BRS) also means to find how 

comfortable on-call transport should be from 

the point of view of waiting for transport, 

travel time and density of entry and exit 

locations.  

The waiting time for transport means the 

longest time allowed while the user is still 

ready to wait for transport. This time must be 

competitive with other existing transport 

options, such as public transport. According 

to the experience of systems abroad, the 

usual average waiting time for transport is 

somewhere between 10 and 20 minutes.  

Another parameter that needs to be 

determined when designing a system is the 

longest time a passenger can spend on the 

journey. This means the difference in time if 

an individual travels the route from point A 
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to point B on the usual (fastest) route and the 

time if other passengers join in while driving 

and the route is extended as a result of the 

vehicle making a certain detour.  

The density of entry and exit stops is the 

third parameter. Stops are usually virtual 

locations that are marked in the app, but they 

do not have to exist physically (such as bus 

stops). Virtual points are usually set at 

various intersections, institutions, or other 

striking locations. It is important that they 

are recognizable, and that the vehicle can 

stop there safely. It is recommended that the 

walking time to the stops is not too long, but 

on the other hand, the excessive density of 

entry and exit stops can confuse people and 

put more strain on the system.  

It is also important that bus stops cover areas 

where there are currently no existing bus 

stops and increase density where existing 

stops are placed too infrequently.  

Some systems also provide door-to-door 

service. Such a solution enables higher 

accessibility of transport, which is especially 

suitable for the elderly and disabled people. 

On the other hand, for this level of service 

with the same number of vehicles, it is 

necessary to wait longer for transport, and 

the travel time is also extended (Bodini et 

al., 2013).  

 

1.4. System modelling 

 

The optimal design and management of BRS 

should take into consideration a huge array 

of variables and situations related to 

topology, population and behavior. In this 

way it should be possible, for instance, to 

recognize and optimize aspects as docking 

stations (e.g., positions, distances) on the 

territory and bikes (distributions).  

However, a different optimization approach 

would also be possible, without entering in 

such a level of details: it is exclusively based 

on the overall number of bicycles and aims 

to provide an adequate number of bikes to 

the users accounting for expected situations.  

 

This is what is also reported in the present 

study where the investigation is not intended 

to modify the pre-existing network structure. 

Whatever the approach chosen, and the level 

of detail used, every sort of optimization 

brings up the possibility to make use of 

engineering analysis in order to model the 

transport systems (van Wee, 2015). In this 

manner, it is possible to predict the impact of 

every change in the system and identify the 

most effective ones in terms of cost, safety, 

traffic capacity and other factors. 

Several recent methods for transport system 

optimization are based on Information & 

Communication Technology. This trend is 

called digital transformation or digitalization 

of transport and involves several alternative 

approaches. Among them, Machine learning 

(ML) (Char et all, 2018) represents one of 

the most promising approaches, as it 

involves the concepts such as artificial 

intelligence (AI) and expert systems.  

 

1.5. Weather conditions 

 

Among the various external conditions to be 

included in every transport optimization, 

weather forecast is quite a relevant one, 

especially because of its direct influence. So, 

an open problem consists in the estimation of 

bikes demand with respect to different 

weather conditions and the answer to this 

problem is not straightforward. It calls for 

development of an expert system based on 

machine learning. And it is by no means a 

small problem given the potential effects on 

local transport. 

In (Corcoran et al., 2014), the impact of local 

weather conditions and calendar events on 

the spatial-temporal dynamics of a PBSP 

was explored by using novel spatial 

analytical techniques. In (Rixey, 2013) the 

effects of demographic and environmental 

factors near 3 bike sharing stations on the 

bike sharing ridership levels in three 

operational US systems were investigated.  

Results highlight how the ridership levels is 

strongly affected by the topological 
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properties of the bike sharing station 

network, with a robust, statistically 

significant relationship between the systems 

and bike use, and independent from other 

variables, such as demography and age 

distribution.  

Another research (Fuller et al., 2019) has 

also examined the potential of actions and 

changes on highly constrained transportation 

systems and their potential impact on 

cycling. In the period November 1-7th, 2016, 

Philadelphia's transit workers went on strike, 

stopping all transit services in the city. The 

authors used the strike event as a natural 

experiment to examine the impact of public 

transit strikes on the use of Philadelphia's 

bicycle share program. Two separate 

approaches were used for this investigation: 

interrupted time series and Bayesian 

structural time series models. However, the 

interdependencies between bicycle sharing 

and public transportation systems were not 

totally clear in that analysis.  

In (Saberi at al., 2018), authors found that 

the disruption of public transportation in 

London increased the total number of 

bicycles sharing trips by 85% from an 

average 38,886 to 72,503 trips per day.  

Considering similar situations, Lin et al. 

(2018) proposed a novel Graph 

Convolutional Neural Network with Data-

driven Graph Filter (GCNN-DDGF) model 

that can learn hidden heterogeneous pairwise 

correlations between stations to predict 

station-level hourly demand in a large-scale 

bike-sharing network. 

Partially in line with the mentioned works, 

this research presents an approach based on 

expert systems for modeling a bike sharing 

system, but it uses other machine learning 

(ML) tools with the aim at finding the best 

way for merging the topological properties 

of the network with the weather conditions.  

 

 

 

 

2. Materials and Methods 
 

2.1. The location 

 

The present work aims at predicting the 

variability of bikes demand in the specific 

case of Nova Mesto (Slovenia) bike-sharing 

system (GoNM), including in this prediction 

environmental factors, in order to optimize 

offer and help reduce the use of cars. 

According to the national Statistical Office, 

in 2019 in the Municipality of Novo Mesto, 

Slovenia, there were living slightly more 

than 37.000 inhabitants, on an area of 236 

km2, resulting in a density of 157 

inhabitants/km2. This population makes the 

Municipality of Novo Mesto the 6th largest 

one in the country, with a population density 

higher (+52%) with respect to the national 

average (103 inhabitants/km2).  

The City of Novo Mesto, approximately 33.3 

km2, is the urban center of the Municipality 

and the administrative, educational, health, 

economic and cultural center of the wider 

region of South-Eastern Slovenia. With its 

industry, this area is the carrier of the fastest 

economic development in the region. A 

strong automotive, pharmaceutical, and 

cosmetic industry has developed, as well as 

the insulation materials industry (Krka, 

Revoz, Adria Mobil, TPV), which also 

provides private labor silos from elsewhere. 

The old town is nestled between the Krka 

riverbeds. From the central part, the city 

extends outwards along the main city 

entrances. Settlement outside the city center 

is quite dispersed. Population density in the 

municipality is shown in Fig. 1.  

As in other parts of Slovenia and EU, the 

population is rather elderly discouraging the 

use of bikes: 107 inhabitants are over 64 

years old per 100 young people, under 15. 

This value is less compared to the Slovenian 

average (of 132) but the gap is closing fast. 
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Figure 1. Population density (per 100m2) in 

Novo Mesto, Slovenia 

 

2.2. The system  

 

GoNM bike-sharing system was established 

in 2017 when the city acquired an automatic 

bicycle rental system, making bike renting 

easy. It is enough to be registered and, by an 

appropriate card, it is possible to pick up the 

bike at 1 of the 14 docking stations and leave 

there or at another station (Figs. 2 and 3). 

 

 
Figure 2. GoNM bike rental system with its 

14 stations and distances 

 

  
Figure 3. A GoNM bike docking station 

 

2.3. Data and information 

 

Anonymous information related to GoNM 

users (who rent a bike) during the 30-week 

period since 25th April 2020 till 20th 

November 2020, were provided by the 

Municipality of Novo Mesto. Data included 

approximately 7,000 items with user IDs, 

Renting & Returning stations, Renting & 

Returning Time and user’s birth year (see 

Table 1). 

Similarly, the total number of bicycles used 

each week were also provided (see Table 2).  

As displayed in Fig. 4, the number of bikes 

changes a lot during the observation period, 

from 11 to 132 bikes, with an average value 

of 30 and standard deviation of 34. This 

variability in the service demand highlights 

the need to enable frequent adjustments of 

the bikes’ availability. 

 

 

 

 

Table 1. Sample data of GoNM public bicycle system. 

User ID Renting Station 
Returning  

Station 
Renting Time Returning Time 

Birth 

year 

6*1**-

20 
Ragovska ulica 

Avtobusna 

postaja 

Topliška cesta 

26.05.2020 

17:50:14 

26.05.2020 

17:56:24 
1999 

6*4**-

20 
Novi trg 

Šolski center 

 Novo mesto 

31.03.2020 

19:07:23 

31.03.2020 

19:15:21 
1957 

6*2**-

20 

Drska - Šegova 

ulica 
Podbreznik 

26.05.2020 

16:58:44 

26.05.2020 

17:17:34 
1989 

6*3**-

20 

Ločna-Seidlova 

cesta 
Kandijski most 

02.06.2020 

11:22:23 

02.06.2020 

14:05:39 
1970 
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Table 2. Weekly rented bikes vs weather conditions as temperature (T); wind velocity (WV); 

cloudy (C); relative humidity (RH); air pressure (AP); rainfall (R); sun time (SD). 

Week Bikes T WV C RH AP R ST 

N. (n) [°C] [m/s] [%] [%] [hPa] [mm] [h] 

1 28 14.27 1.56 64.86 73.57 984.57 4.49 4.57 

2 43 14.30 1.77 25.71 60.00 992.57 1.67 10.54 

3 132 14.76 2.49 73.86 72.00 988 3.03 4.66 

4 98 15.63 1.78 70.08 74.62 992.15 2.94 4.7 

5 108 14.96 1.44 66.63 73.84 995.68 3.83 5.29 

6 72 17.54 1.55 52.43 66.86 984.71 1.19 7.59 

7 68 18.11 1.73 34.14 73.00 985.29 5.04 8.47 

8 39 18.80 1.33 75.14 80.00 986.25 7.63 5.59 

9 40 20.74 1.29 42.29 66.29 992.29 2.13 10.2 

10 56 21.73 1.39 43.29 75.86 988.43 2.09 8.79 

11 112 21.24 1.37 16.71 65.29 990.57 3.06 12.19 

12 101 17.60 1.63 48.63 72.63 991.88 4.68 10.05 

13 80 21.30 1.00 42.57 77.57 990.14 6.93 8.64 

14 58 25.03 1.20 21.71 73.43 990.29 1.33 11.41 

15 52 20.36 1.49 67.71 84.71 989.00 6.99 5.21 

16 71 23.16 1.03 29.86 79.14 990.14 2.64 8.89 

17 90 19.58 1.36 46.8 73.85 990.46 3.90 8.27 

18 78 21.91 1.59 49.43 70.43 987.43 0.13 8.33 

19 91 17.44 1.27 39.57 80.29 991.00 11.13 6.23 

20 77 18.83 1.36 29.57 76.00 994.57 0.00 8.57 

21 131 10.72 1.35 66.54 85.03 992.26 4.97 3.98 

22 119 15.71 1.30 79.00 83.57 983.83 6.53 4.79 

23 78 13.4 1.56 51.57 83.86 982.71 5.51 5.57 

24 106 12.79 1.56 53.71 83.43 989.43 9.79 5.66 

25 70 8.64 1.50 87.29 86.71 986.43 11.69 1.96 

26 47 11.39 1.71 41.57 81.71 995.00 0.07 5.13 

27 12 12.13 1.27 64.71 83.71 990.71 4.19 3.96 

28 22 10.00 1.09 56.57 80.14 1001.14 0.11 5.06 

29 11 5.57 1.05 90.57 91.29 1000.71 0.13 1.13 

30 21 5.72 1.03 82.83 93.17 999.67 7.78 1.48 

 

In this regard, it is important to underline 

that those bikes are meant to be used several 

times during the same day.  

On average, 30 bicycles were able to satisfy 

the request mobility coming from about 230 

users per week, hence nearly 1 ride per day.  

Therefore, even at a first glance, it is evident 

the GoNM bike-sharing system is subject to 

a very strong variability that, if not properly 

managed by mitigation actions, leads to a 

general underutilization of the bikes.  

It follows that a system optimization can 

really provide tangible benefits, but it cannot 

be done without including further boundary 

conditions, such as the weather. 
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Weather data during the same 30 weeks were 

acquired (from Weather Society Zeus, 

Slovenia) including: Temperature [C], 

Wind Velocity [m/s], Cloudy [%], Relative 

Humidity [%], air Pressure [hPa], Rainfall 

[mm] and Sun Duration [h] (see Table 2). A 

part of this information is shown in Fig. 4 

where Temperature, Wind Velocity, Cloudy, 

Rainfall and Sun Duration trends are 

displayed against the rented bikes. 

 

    

 
 

    

 
Figure 4. Rented bikes vs temperature, wind 

speed, cloudy, rainfall and sunny time. 

Even from a preliminary data analysis, no 

clear relationship emerges between rented 

bikes and weather conditions. A rather weak 

correlation can be numerically estimated (by 

Pearson correlation coefficients) between the 

bikes rented and weather conditions: 

Temperature (0.25), Wind Velocity (0.4), 

Cloudy (-0.11), Relative Humidity (-0.21), 

air Pressure (-0.33), Rainfall (0.21) and Sun 

Duration (0.20). This is apparently illogical: 

for instance, it is clear that rain reduces the 

number of riders. On the other hand, these 

same correlation values, never negligible, 

suggest that a certain relationship still exists. 

In correlating these data, it is necessary to 

consider that the effect of weather conditions 

onto the bicycle rental demand should be 

examined on a daily (rather than weekly) 

basis. However, the management of the 

service (i.e., change in the number of 

bicycles available in the area) does not allow 

for a sampling period shorter than a week.  

This difference makes machine learning 

even more interesting. The analysis will 

provide data about its ability to find patterns 

among data available on weakly basis (in 

contrast to data available on daily basis). 

 

2.4. Topological properties  

 

In this research, we use the graph theory 

(Vecchio, 2017) as a mathematical tool. The 

graph theory (as a part of the network theory 

(Saleh et al., 2018)) is a section of discrete 

mathematics that examines the properties of 

finite sets and the relationships between their 

individual elements. In mathematics, graph 

theory or network theory, a graph or network 

is a structure amounting to a set of vertices 

(nodes or points) in which some pairs of the 

vertices are in relationship with edges. In the 

public transport system, we denote a station 

as a node. If a passenger rents a public 

bicycle at station X and returns it to station 

Y, there is a directed edge pointing from X 

to Y. On the other hand, the weight of this 

edge is equal to the number of cycling 

records from X to Y, which can show how 

0
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close the relationship between X and Y is. 

Hence, a PBN is a directed weighted 

network. Graphs form the basis upon which 

semantic networks (Sun & Zhuge, 2018), 

cognitive maps (Warren et al., 2017), neural 

networks (Garrido et al., 2014) and 

economic models (Emmert-Streib et al., 

2018) are constructed and transport problems 

(van Lierop et al., 2018) are solved. In Fig. 5 

one example of an artificial network 

representing the bike renting system with its 

14 stations is depicted. The present analysis 

is strictly in line with previous studies of the 

authors (Babic et al., 2018 and 2020). 

 

 
Figure 5. Artificial network representing 

the bike-sharing system with 14 stations 

Four topological properties were considered 

in order to schematize the transportation 

systems network: Degree, Network Density, 

Betweenness centrality and Clustering 

coefficient of the network. They are defined 

in the following. 

 

Degree (D) 

The total degree of a node i (𝑘𝑖
𝑡𝑜𝑡𝑎𝑙) is equal 

to the sum of its in-degree 𝑘𝑖
𝑖𝑛 and out-

degree 𝑘𝑖
𝑜𝑢𝑡: 

 

  𝑘𝑖
𝑖𝑛=∑ 𝑎𝑖𝑗𝑗  

 
𝑘𝑖

𝑜𝑢𝑡
=∑ 𝑎𝑖𝑗𝑗  () 

 

  𝑘𝑖
𝑡𝑜𝑡𝑎𝑙 =  𝑘𝑖

𝑖𝑛 + 𝑘𝑖
𝑜𝑢𝑡 () 

 

where 𝑎𝑖𝑗  is the adjacency matrix element 

corresponding to its nodes. Out-degree 

𝑘𝑖
𝑜𝑢𝑡  represents the number of bikes, rented 

from station i, that are returned to any 

destination station. In-degree  𝑘𝑖
𝑖𝑛 represents 

the number of bicycles, rented from any 

origin station, that are returned to station i.  

 

Network Density (ND) 

The ND measures the territorial occupation 

of a transport network in terms of km of 

links (L) per square kilometers of surface 

(S). The higher it is, the more a network is 

developed:  

 

  =
𝐿

𝑆
  () 

 

Betweenness centrality (BC) 

The BC is an important statistical property of 

a network, applied in many real-world 

problems, such as finding border-crossing 

points that have most extensive traffic or a 

trade flow. It measures the accessibility that 

is the number of times a node is crossed by 

the shortest paths in the graph. An 

anomalous value of centrality is detected 

when a node has a high betweenness 

centrality and a low order (degree centrality). 

The betweenness centrality of a node i is 

given by the expression: 

 

  ∑
 𝜎𝑠𝑡(𝑖) 

 𝜎𝑠𝑡 𝑠≠𝑖≠𝑡   () 

 

where σst is the total number of the shortest 

paths from node s to node t and σst(i) is the 

number of those paths that pass through i. 

 

Clustering coefficient (CC) 

The CC, also known as the network 

transitivity, shows how well the neighbors of 

a node are connected to each other. For node 

i with degree ki, 𝑒𝑖𝑗 is distinct from 𝑒𝑗𝑖. The 

local clustering coefficient for a directed 

network is defined as  

 

  ci =
|{𝑒𝑗𝑘:𝑣𝑗,𝑣𝑘∈ 𝑁𝑖,𝑒𝑗𝑘∈𝐸 }|

𝑘𝑖(𝑘𝑖−1)
  () 

 

Then, the clustering coefficient is the 

average value of network clustering 

coefficients, defined as: 
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  CC =
1

𝑛
∑ ci

n
𝑖=1  () 

 

2.5. Standard models 
 

Several conventional methods (Gomes et al., 

2017) are considered first:  
 

a) Genetic Programming (GP) 

GP is a collection of methods for the 

automatic generation of computer programs 

that solve carefully specified problems by 

using highly abstracted principles of natural 

selection. At the beginning, we have some 

randomly written programs, which represent 

the initial population. In the next steps, by 

crossing and selection, we get the next 

generations. Additional details are available in 

(Kovačič et al., 2020; Pavlović et al., 2019). 

Table 3 lists the used parameters for GP: the 

population size of organisms, the maximum 

number of generations, reproduction and 

crossover probability, the maximum 

permissible depth in the creation of 

population and after the operation of 

crossover of two organisms, the smallest 

permissible depth of organisms in generating 

new organisms and tournament size used for 

the selection of organisms. 
 

Table 3. Input parameters of the Genetic 

Programming (GP) 
Size of the population of organisms 500 

Maximum number of generations 100 

Reproduction probability 0.6 

Crossover probability 0.5 

Maximum permissible depth in the 

creation of the population 

8 

Maximum permissible depth after 

crossover between two organisms 

10 

Smallest permissible depth in 

generating new organisms 

4 

Tournament size used for selection of 

organisms 

6 

 

b) Artificial neural network (NN) 

NN consists of a configurable stratification 

of nodes (input, hidden, and output layers), 

connected by artificial neurons, typified by 

developed weights that modulate signals’ 

crossing. Additional details are available in 

(Le et al., 2020; Albu et al., 2019). 

Table 4 lists the used parameters for NN: 

learning speed, inertial coefficient, learning 

set tolerance, test mass tolerance and number 

of layers. 

 

Table 4. Input parameters of the Artificial 

Neural Network (NN) 
Learning speed 0.7 

Inertial coefficient 0.6 

Test mass tolerance 0.03 

Tolerance of the learning set 0.02 

Number of layers 6 

 

c) Multiple Regression (MR) 

MR analyzes the relationship between one 

dependent variable and several independent 

variables by an equation of the following 

form: 
 

 Y = b0+b1×X1+…+b6×X6+e, (7) 
 

where Y is the dependent variable, the b's are 

the regression coefficients for the 

corresponding X (independent) terms, b0 is a 

constant (or intercept,) and e is the error term 

reflected in the residuals. Additional details 

are available in (Saldana-Perez et al., 2019). 
 

2.6. Hybrid models 
 

Hybrid machine learning models aim at 

combining the strengths offered by different 

AI models (Vadlamani et al., 2013). It makes 

sense as long as these methods offer 

independent predictions. 

In the present research, several numerical 

combinations of predicted values coming 

from the three conventional models (MR, GP 

and NN) were considered and compared 

with the scope to search for an accurate 

combination. For instance, hybrid outputs 

were set, time by time, as minimum, mean or 

maximum between MR, GP, NN, or between 

only two of them. Rounding up, down and to 

the nearest integer operators were involved.  

More advanced approaches were also taken 

in consideration such as, e.g., a 'two out of 

three' system logic able to identify which 
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estimator was to be eliminated (given a 

prediction very far from the others and, 

therefore, probably incorrect), averaging the 

values of the remaining two.  

The comparison (with respect to real values 

and to the other estimators) was carried out 

using various immediate criteria, such as: 

• error in predicting the total number 

of rented bikes in the entire period;  

• error in predicting the average 

weekly value of bikes used; 

• linear correlation between 

predictions. 

similarly to (Fragassa et al. 2019 & 2020). 

 

3. Results and discussion 
 

GoNM consists of a transport network 

conveniently representable by an artificial 

network with 14 nodes (one per station), as 

already shown in Figure 5. One can see there 

directed edges between the nodes (stations), 

and the weights are the number of public 

bicycles rented or returned. Table 5 reports 

the topological properties of the network (D, 

ND, BC and CC), also highlighting max. and 

min. values. For instance, the Network 

Density (ND) is maximum (8.210-2) at the 

2nd week and minimum (4.310-2) at the 27th 

and 29th weeks. 
 

 

 

 
Figure 6. Topological properties. 

3.1. Degree 

 

The average out-degree is 64 with the 

maximum being 132 and the minimum 11. 

Fig. 7 presents, as an example, the 

distribution degree and log-degree for the 3rd 

week. In a log–log plot, the least square 

estimation was applied to estimate the out-

degree distribution, the in-degree 

distribution, and the regression equations 

with the coefficient of determination R2, 

which showed a fitting effect. All graphs 

have R2 = 1.  
 

 

 

 

 
Figure 7. Degree/log-degree distribution of 

the network: (a) Out-degree; (b) In-degree; 

(c) log-Out-degree; (d) log-In-degree. 

b 

c d 

a 
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Table 5 also reports k coefficient of graph 

log-Out-degree distribution and log-In-

degree distribution of the bike sharing 

network. The network has the maximum k in 

the 27th and 29th week and the minimum is in 

the 3rd week.  

 

Table 5. Bike sharing network topological properties. 

Week Topological properties 
 

k – coefficient 

N D ND BC CC 
 

Out In 

1 2.125 0.0664 0.0908 0.1042  0.0345 0.0345 

2 2.625 0.0820 0.0879 0.0000  0.0233 0.0238 

3 7.125 0.2227 0.2954 0.2667  0.0076 0.0076 

4 5.250 0.1641 0.0816 0.2593  0.0133 0.0103 

5 6.125 0.1914 0.2759 0.2422  0.0096 0.0093 

6 4.125 0.1289 0.1734 0.1228  0.0152 0.0152 

7 4.125 0.1289 0.1765 0.1837  0.0147 0.0145 

8 3.000 0.0938 0.0849 0.2581  0.0278 0.0278 

9 3.250 0.1016 0.1597 0.1136  0.0263 0.0263 

10 4.000 0.1250 0.1905 0.2688  0.0179 0.0179 

11 6.250 0.1953 0.1452 0.1598  0.0090 0.0090 

12 5.500 0.1719 0.1295 0.2204  0.0111 0.0108 

13 4.125 0.1289 0.1013 0.2727  0.0133 0.0133 

14 3.125 0.0977 0.0454 0.3000  0.0192 0.0192 

15 3.500 0.1094 0.0615 0.2856  0.0192 0.0217 

16 3.750 0.1172 0.0876 0.2750  0.0164 0.0164 

17 5.125 0.1602 0.1172 0.2458  0.0116 0.0114 

18 5.625 0.1758 0.1504 0.3311  0.0135 0.0135 

19 5.875 0.1836 0.1379 0.2840  0.0115 0.0114 

20 5.500 0.1719 0.1225 0.3100  0.0132 0.0132 

21 6.125 0.1914 0.0893 0.2731  0.0526 0.0079 

22 6.125 0.1914 0.1213 0.2655  0.0093 0.0087 

23 5.875 0.1836 0.1619 0.2480  0.0128 0.0128 

24 5.500 0.1719 0.1522 0.0235  0.0089 0.0091 

25 3.875 0.1211 0.2785 0.2245  0.0143 0.0139 

26 2.875 0.0898 0.1333 0.2931  0.0217 0.0208 

27 1.375 0.0430 0.0384 0.1545  0.0909 0.0909 

28 2.000 0.0625 0.0533 0.0000  0.0500 0.0556 

29 1.375 0.0430 0.0137 0.0000  0.0909 0.0909 

30 1.750 0.0547 0.0473 0.0000  0.0526 0.0476 

 

3.2. Network Density  

 

A network’s density is the number of 

connections divided by the number of 

potential connections. The density of a graph 

is a measure of how many ties between 

actors exist compared to how many ties 

between actors are possible, given the graph 

size (number of nodes) and the graph order 

(number of links).  

As such, the density of an undirected graph 

is quite simply calculated as the ratio of the 

observed number of edges (the cardinality of 
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the edge set) to the graph maximum size. 

Another way to think about density is as 

giving the probability that, if we were to 

choose two random nodes in the network, 

this random dyad will have probability p of 

being connected (as opposed to null). To 

compute the density of a directed graph, 

there is no need to multiply the numerator by 

two, as each edge does single duty. 

Fig. 8 shows the network density during the 

period of 30 weeks. The regression equation 

is:  

 

 y = −0.00014x + 0.1536, (8) 

 

with the coefficient of determination of 

 

 R2 = 0.0558. (9) 

 

In statistics, a moving average is a 

calculation used to analyze data points by 

creating a series of averages of different 

subsets of the full data set. The reason for 

calculating the moving average is to help 

smoothing out the sharing data by creating a 

constantly updated average price. By 

calculating the moving average, the impacts 

of random, short-term fluctuations on the 

bike sharing of a stock over a specified 

period are mitigated. The line in Fig. 8 

represents a moving average. 

 
Figure 8. Network density. 

 

3.3. Clustering coefficient  

 

Clustering coefficient is, as previously 

mentioned, the overall probability for the 

network to have adjacent nodes 

interconnected, thus revealing the existence 

of tightly connected communities. Fig. 9 

represents the clustering coefficient over the 

30-week period. In this density plot, the 

regression equation was: 

 

 y = −0.00018x + 0.2272, (10) 

 

with the coefficient of determination:  

 

 R2 = 0.0222. (11) 

 

 
Figure 9. Clustering coefficient trend 

 

3.4. Formula 

 

The formulation of the Genetic programming 

(GP) and Multiple regression (MR) models 

in the specific case of the network under 

investigation is reported in, respectively, Eq. 

8 and 9 (see Appendix A). For instance, 

between the four topological properties, the 

highest impact on the model is due to ND 

(since rather high coefficients as 639.378). 

 

3.5. Predictions 

 

Table 6 reports predictions from different 

estimation models against real data. Results 

are also shown in Fig. 10. Moreover, Table 7 

also reports predictions for weather forecast, 

topology properties and expected number of 

rented bikes during the different periods 

(spring, summer, and autumn) in terms of 

min, max and average seasonal values. One 

hybrid model, between several available, 

was also here included (explicitly defined as 

MIN (GP, NN)). 
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Figure 10. Real vs predicted data. 

 

Table 6. Real data (RD) vs predictions by multiple regression (MR), genetic programming 

(GP), artificial neural network (NN) and hybrid machine learning models (H). 
Week 

RD 
Predictions Error 

N MR GP NN H MR GP NN H 

1 28 26 27 52 26 -7.1% -3.6% 85.7% -7.1% 

2 43 44 43 112 43 2.3% 0.0% 160.5% 0.0% 

3 132 127 132 126 126 -3.8% 0.0% -4.5% -4.5% 

4 98 91 92 95 91 -7.1% -6.1% -3.1% -7.1% 

5 108 106 115 132 106 -1.9% 6.5% 22.2% -1.9% 

6 72 63 68 78 63 -12.5% -5.6% 8.3% -12.5% 

7 68 66 67 79 66 -2.9% -1.5% 16.2% -2.9% 

8 39 47 42 52 42 20.5% 7.7% 33.3% 7.7% 

9 40 48 53 58 48 20.0% 32.5% 45.0% 20.0% 

10 56 57 56 57 56 1.8% 0.0% 1.8% 0.0% 

11 112 109 111 105 105 -2.7% -0.9% -6.3% -6.3% 

12 101 103 94 89 89 2.0% -6.9% -11.9% -11.9% 

13 80 70 81 71 70 -12.5% 1.3% -11.3% -12.5% 

14 58 48 54 71 48 -17.2% -6.9% 22.4% -17.2% 

15 52 56 51 48 48 7.7% -1.9% -7.7% -7.7% 

16 71 53 60 58 53 -25.4% -15.5% -18.3% -25.4% 

17 90 90 85 77 85 0.0% -5.6% -14.4% -5.6% 

18 78 95 89 68 68 21.8% 14.1% -12.8% -12.8% 

19 91 106 90 106 90 16.5% -1.1% 16.5% -1.1% 

20 77 89 84 112 84 15.6% 9.1% 45.5% 9.1% 

21 132 114 117 109 109 -13.6% -11.4% -17.4% -17.4% 

22 119 112 123 56 56 -5.9% 3.4% -52.9% -52.9% 

23 78 102 97 119 97 30.8% 24.4% 52.6% 24.4% 

24 106 96 105 89 89 -9.4% -0.9% -16.0% -16.0% 

25 70 64 66 106 66 -8.6% -5.7% 51.4% -5.7% 

26 47 39 36 36 36 -17.0% -23.4% -23.4% -23.4% 

27 12 13 14 11 11 8.3% 16.7% -8.3% -8.3% 

28 21 24 23 18 18 14.3% 9.5% -14.3% -14.3% 

29 11 14 12 21 12 27.3% 9.1% 90.9% 9.1% 

30 21 26 17 19 17 23.8% -19.0% -9.5% -19.0% 

Average 70 69 70 74 63 2.2% 0.6% 14.0% -7.4% 
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Table 7. Seasonal predictions (in terms of average, maximum and minimal values) of weather 

conditions - temperature (T); wind velocity (WV); cloudy (C); relative humidity (RH); air 

pressure (AP); rainfall (R); sun time (SD) - and rented bikes. 
 Weather conditions Topological properties Bikes 

T WV C RH AP R SD D ND BC CC N 

S
p

ri
n

g
 Avg  16.04 1.70 57.85 71.7 988.6 3.72 6.42 4.31 0.134 0.15 0.17 73 

Max  18.80 2.49 75.14 80.0 995.6 7.63 10.54 7.12 0.222 0.29 0.26 132 

Min 14.27 1.33 25.71 60.0 984.5 1.19 4.57 2.12 0.066 0.08 0.00 28 

S
u

m
m

e

r 

Avg  21.26 1.335 40.90 73.9 990.0 3.38 9.19 4.42 0.138 0.11 0.24 73 

Max  25.03 1.63 67.71 84.7 992.2 6.99 12.19 6.25 0.195 0.19 0.33 112 

Min 17.60 1.00 16.71 65.3 987.4 0.13 5.21 3.12 0.097 0.04 0.11 40 

A
u

tu
m

n
 

Avg  10.61 1.34 67.43 85.2 992.1 5.07 3.87 3.68 0.115 0.10 0.14 61 

Max  15.71 1.71 90.57 93.1 1001.1 11.69 5.66 6.12 0.191 0.27 0.29 131 

Min 5.57 1.03 41.57 80.1 982.7 0.07 1.13 1.375 0.042 0.01 0.00 11 

 

3.6. Accuracy 

 

Several techniques were used to compare 

predicting models in terms of accuracy as: 

regression analysis, analysis of variance 

(ANOVA), Pearson correlation and so on.  

For instance, Table 8 reports main statistical 

properties referring to the application of a 

regression analysis (Multiple R, R Square, 

etc.) in the case of the multiple regression 

(MR) model, but parallel evaluations were 

done for each model. Similarly, Table 9 

reports main statistical properties of 

ANOVA on the same model.  

 

Table 8. Regression statistical properties for 

the multiple regression model. 

Regression Statistics 

Multiple R 0.959 

R Square 0.921 

Adjusted R Square 0.872 

Standard Error 12.326 

Observations 30 

 

Table 9. ANOVA statistical properties for 

the multiple regression model. 

ANOVA  df SS MS F SF 

Regression 11 31920 2901 19 1E-07 

Residual 18 2734 152   
Total 29 34654       

Finally, Table 10 outlines the methods’ 

accuracy where the best approximation is 

offered by GP, followed by MR. 

 

Table 10. Comparing model accuracy. 

MR GP NN H 

87.39% 91.49% 70.52% 87.88% 

 

3.7. Hybrid vs Conventional Models 
 

The accuracy of hybrid methods was finally 

investigated. In Table 11 it is possible to find 

a comparison between predictions offered by 

conventional (MR, GP, NN) and hybrid 

models where the last ones were a 

combination of predictions from the previous 

ones. In particular, these rules were used in 

the definition of the hybrid models: 

• Hmin = Min (MR, GP, NN) 

• Hmax = Max (MR, GP, NN) 

• Hmean = Mean (MR, GP, NN) 

 

Table 11. Comparing accuracy of prediction 

for conventional and hybrid models. 
 Mean Total Correl 

RD 70 2111 1 

MR 69 2098 0.959 

GP 70 2104 0.979 

NN 74 2230 0.758 

Hmin 63 1908 0.921 

Hmax 80 2426 0.875 

Hmean 71 2133 0.947 
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Other formulations were also considered, but 

not here reported since they do not add much 

information to the general discussion.  

The comparison was done considering the 

accuracy in predicting the weekly use of 

rented bikes and the number of bikes rented 

inside the whole period. Linear correlation 

was also used. 

In short it is possible to highlight that: 

• The conventional methods (i.e., 

MM, GP, NN) already allow to 

obtain an excellent estimation. This 

accuracy can be observed by the 

mean and total values which differ 

slightly. The best model (i.e., GP) 

guesses the weekly average and 

slightly underestimates (-0.3%) the 

total number of bikes rented in the 

period. Even the worst of the three 

models (i.e., NN) makes an error of 

less than 6%.  

• Since the good accuracy offered by 

these conventional methods respect 

to the mentioned reference values, 

their combination could easily 

provide a good estimation of the 

same values. It is therefore 

necessary to understand the possible 

added value of hybrid models. In 

these terms, hybrid models could 

add better overall correlation 

alongside the whole period. 

However, it does not seem to be 

happening in the present case. 

The correlation coefficient of hybrid 

methods, in fact, does not suggest an 

improvement in the offered accuracy. 

However, the use of a hybrid model that 

averages the values predicted by the other 

conventional models (Hmean) makes it 

possible to save an excellent accuracy (error 

<1.5%), also avoiding the risk of selecting of 

an inappropriate predictive model. This is 

the reason why its adoption is suggested. 

 

 

 

4. Conclusion 
 

One of the main goals of every valid strategy 

aiming at the development of transport is to 

increase the sustainability of the transport 

system and, at the same time, provide a 

public transport solution that will be 

accessible to most of the population.  

In this sense, transport systems involving the 

use of shared bikes appear very attractive. 

Moreover, promoting active transportation is 

an important public health objective. Regular 

cycling stimulates the heart, improves the 

circulatory system, reduces the risk of 

cardiovascular disease and stroke, and 

lowers blood pressure.  

Therefore, with the growing complexity of 

such systems (e.g., increase in the number of 

bikes, stations, popularity in using bikes), 

new network analysis methods and tools 

have to be considered for their optimization. 

Application of the concepts of artificial 

intelligence and expert systems is expected 

to provide a deeper understanding of the 

public transport and organizational 

phenomena.  

This paper elaborates the application of 

conventional methods, including Multiple 

Regression (MR), Genetic Programming 

(GP) and Artificial Neural Network, and an 

additional hybrid machine learning ensemble 

to modelling the bicycle rental system of the 

town of Novo mesto in Slovenia. The GP 

model gives the best results with a very high 

accuracy, but also the hybrid machine-

learning ensemble offered quite solid 

estimations. In particular, as it was expected, 

the analysis measured the system as 

oversized in terms of number of bikes (and, 

as a consequence, with single little-used 

bikes). However, in accordance with the 

general goals of the Municipality for 

sustainable mobility, every action toward the 

implementation of a shared transport should 

be supported since they are much more 

environmentally friendly than private 

vehicles with petrol or diesel engines.  
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Thus, an initial oversizing was preferred 

with the scope to support spreading this new 

service among users. The idea is that the user 

should wait a minimum of time for an 

available bike, otherwise the service will no 

longer be attractive.  
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Appendix A 
 

𝑌 = 9.08502𝑁𝐷(−1.51133 + 𝐶𝐶 + 𝑁𝐷 + 𝑆𝐷 + 𝑇𝑇 + 2𝑊𝑉 + 𝑁𝐷(𝐵𝐶 + 𝐶(𝑁𝐷 + 𝑊𝑉)) + 

𝑁𝐷 (4.13212 + 𝐶 + (𝐵𝐶 + 𝐶)𝑁𝐷 +
𝑆𝐷 + 𝐶 𝑁𝐷 (𝐶 + 𝑊𝑉 +

0.110071 𝐴𝑃
𝑇𝑇 + 𝑁𝐷 + 𝐶𝐶 − 4.13212

)

𝑇𝑇
)

+
𝐴𝑃

𝐶 + 𝑆𝐷 + 𝑄 + 𝑁𝐷 𝑆𝐷 (𝑁𝐷 + 𝑁𝐷 𝑊𝑉(𝐶 + 𝑁𝐷(2𝐶 + 𝑁𝐷 + 3𝑊𝑉)))
 

−𝐶𝐶 (𝑇𝑇 + 𝐶 𝑁𝐷 (𝑁𝐷 + 𝑊𝑉 (𝑊𝑉 + 𝑁𝐷2(2𝐶 𝑁𝐷 + 𝑁𝐷(𝐶𝐶 + 𝑇𝑇 + 𝑊𝑉 − 𝑁𝐷)))))) 

Q 

=
0.110071 𝐴𝑃

(𝑁𝐷+𝑊𝑉)(𝑁𝐷 (𝐵𝐶+𝐶𝐶 𝑁𝐷)+𝑁𝐷 𝑅𝐻 (𝑁𝐷+𝑇𝑇+2𝑊𝑉+𝐵𝐶 (𝑁𝐷+𝑊𝑉))−
0.110071𝐴𝑃(𝐵𝐶+𝐶+𝑊𝑉+

𝐴𝑃
(9.08502+𝐵𝐶)(𝐶𝐶+𝑁𝐷+𝑇𝑇+𝑊𝑉−4.13212))

𝐶𝐶+𝑇𝑇+𝑊𝑉
)

 (8) 

 

Y = - 406.6192311+ 0.00076234×D + 639.3785287×ND - 46.72088091×BC + 

9.015791733×CC -0.747814175×T + 4.569795467×WV + 0.236921533×C - 

0.043525382×RH + 0.372085427×AP + 1.012797827×R + 2.716867132×SD  (9) 
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